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Abstract

Recent experimenta work indicates that by the age of ten months, infants have
aready learned a great ded about the phonotactics (legal sounds and sound sequences)
of their language. Thislearning occurs before infants can utter words or apprehend
most phonologicd dternations. | will show thet this early learning stage can be
graightforwardly modeled with Optimality Theory. Specifically, the Markedness and
Faithfulness congtraints can be ranked so as to characterize the phonotactics, even
when no information about morphology or phonologicd dternationsisyet avalable. |
will aso show how later on, the information acquired in infancy can help the child in
coming to grips with the dternation pattern. | also propose a procedure for undoing the
learning errorsthat are likely to occur at the earliest stages.

There are two specific forma proposas. Oneisacongraint ranking agorithm,
based closdy on Tesar and Smolensky’ s Congtraint Demotion, which mimics the early,
“phonotactics only” form of learning seen ininfants. | illugtrate the dgorithm's
effectiveness by having it learn the phonotactic pattern of a smplified language modeled
on Korean. The other proposdl isthat there are three distinct default rankings for
phonologicd condraints low for ordinary Faithfulness (used in learning phonotactics);
low for Faithfulness to adult forms (in the child’s own production system); and high for
output-to-output correspondence congtraints.

'] would like to thank the participantsin a Spring 1998 seminar at UCLA, Adam Albright, Sun-Ah Jun, Patricia
Keating, Charles Reiss, audience membersin Utrecht and San Diego where this paper was given asatalk, and
your name here: for helpful comments.
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Phonological Acquisition in Optimality Theory: The Early Stages

1. Introduction

The study of phonologica acquisition at the very earliest stages is making notable progress.
Virtuosic experimenta work accessing the linguistic knowledge of infants has yielded extraordinary
findings demongtrating the precocity of some aspects of acquisition. Moreover, phonologists now
possess an important resource, Optimaity Theory (Prince and Smolensky 1993), which permits
theorizing to relate more closdy to the findings of experimenta work. The purpose of this paper isto
outline one way in which the experimenta and theoretical research lines can be brought more closely
together. The centrd ideaisthat current phonologica theory can, without essentia distortion, be
assigned an architecture that conforms closdly to the process of acquigition asit is observed in children.
| conclude with a speculative, though reasonably comprehensive, picture of how phonological
acquisition might proceed.

2. Empirical Focus

To avoid confusion, | will try to make clear that my view of what “phonologica acquisition”
involves may be broader than the reader is predisposed to expect.

When we study how very young children learn language, we can follow two divergent paths. One
isto examine what children say, the other isto develop methods that can determine what children
understand or perceive. The reason these two methods are so different is that (by universal consensus
of researchers) acquidtion is aways more advanced in the domain of perception than in production:
children often cannot utter things that they are able to percelve and understand.

A farly standard view of children’s productions (e.g. Smith 1973) is that the internalized
representations that guide children are fairly accurate,? and that the child carries out her own persond
phonologica mapping (Kiparsky and Menn 1975) which reduces the complex forms she has
interndized to something that can be more easily executed within her limited articulatory capacities. The
study of this mapping isamagjor research area; for some recent contributions see Levet (1994), Fikkert
(1994), Gnanadesikan (1995), Pater (1996), Boersma (1998), and various papers in this volume. ®

2 Things are of course more complicated than this cursory statement can indicate; see for instance the classic
study of Macken (1980), the literature review in Vihman (1996, Ch. 7), and Pater (thisvolume). What iscrucial hereis
only that perception have awide lead over production.

® Hale and Reiss (1998) likewise take the child’ s output mapping to be separate from her phonological system
per se. However, they go further in claiming that the child’s mapping is utterly haphazard, indeed the result of the
child’s“body” rather than her “mind”. | cannot agree with this view, which strikes me as an extraordinary
denigration of research in child phonology. To respond to two specific contentions:
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But it isaso important to consider the other side of the matter: we need a clear characterization
and andysis of the child'sinternalized conception of the adult language. Asjust noted, this will
often be richer and more intricate than can be detected from the child’s own speech. Indeed, the
limiting case is the existence (see below) of language-particular phonologica knowledge in children who
cannot say anything at dl. This paper focuses epecidly on the latter area, which can perhaps be fairly
described as neglected by phonologists.

To darify what | mean by “interndized conception of the adult language,” congder the classic
example of blick [blik] vs. *bnick [bnik] (Chomsky and Halle 1965). Speakers of English immediately
recognize that blick is non-existent but possible, whereas bnick is both non-existent and ill-formed; it
could not be aword of English. Thisisa purely passve form of linguistic knowledge, and could in
principle be learned by an infant before she ever was able to talk. Aswe will see shortly, thereis
experimentd evidence that thisis more or less exactly what happens.

3. Some Resultsfrom the Acquidtion Literature

To gart, | will conduct arapid and cursory summary of various results from the experimenta
literature in phonologica acquigtion. All of these results are likely to be modified by current or future
research, but | think a ussful generd trend can be identified.

Before presenting these reaults, it is worth first mentioning that they were made possible by the
development of an extraordinary leve of expertise in desgning experiments that can obtain evidence
about what infants know. Hereisavery brief review. At birth, infants can provide information about
what interets them in their surroundings when they vary the rate of sucking on an dectronicaly-
monitored rubber nipple. Older babies can turn their heads in the direction they choose, and thus can
indicate what interests them in experiments that involve conditioning and reinforcement (though the
reinforcement is generdly not food, asit isfor experimenta animas, but simulation, in the form of a
pop-up toy). Crucidly, such studies have devel oped methods that ensure that the observations (e.g.
“Did the baby turn her head rightward?’) are legitimate and do not reflect wishful thinking on the part of
the observer. In addition, experimentalists rely on the testimony of many babies and do careful
datistical sgnificance testing before any claims are made on the basis of the results.

1) Thefree variation and near-neutralizations seen in the child’ s output (Hale and Reiss, 669) are commonin
adult phonology, too. Whatever is developed as a suitable account of these phenomena (and progressis being
made) islikely to yield insight into children’s phonology as well.

2) Claimed differences between children’s constraints and adults' (see Hale and Reiss, (18a)) can be understood
once we see constraints (or at least, many of them) as grammaticized principles that address phonetic problems.
Since children employ different articul atory strategies (such as favoring jaw movement over articulator movement),
they develop different (but overall, rather similar) constraint inventories.
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3.1 Abilities Present at Birth: Inherent Auditory Boundaries

Eimaset d. (1971) raised the intriguing possibility that there might exist innate “feature detectors.”
Neonates gpparently best percelve digtinctions dong the acoustic V oice Onset Time continuum that
match those characterigtically used in human languages. This remarkable result was later rendered
perhaps somewhat less exciting when smilar perceptud abilities were located in nonlinguistic pecies, in
particular chinchillas (Kuhl and Miller 1975, 1978) and macaques (Kuhl and Padden 1982, 1983).
These later results forced a more modest interpretation of the Eimas findings, of arather functiondist
character (Kuhl and Miller 1975, Keating 1984): human languages tend to place their phoneme
boundaries at locations where they are readily distinguished by the mammadian auditory apparatus.

3.2 Language-Soecific Knowledge at Sx Months. Perceptual Magnets

Six-month-old infants apparently know few if any words. Thus, whatever |language learning they
are doing must take place in the absence of alexicon—plainly, amgor handicap! Nevertheless, the
work of Kuhl (1991, 1995) shows that six-month-olds have already made a certain sort of progress
toward ataining the ambient phonologica system, which plausibly serves them well during the following
months, as they acquire the ability to recognize words.

Kuhl’swork demongtrates what she calls a*perceptua magnet” effect: when sx-month-olds listen
to various acoustic continua (such as synthesized vowels varying in F2), they discriminate tokens
relatively poorly when token pairs lie close to the phonetic norms for the ambient language' s categories;
and relatively well when the token pairs lie midway between phonemic norms.  This result is somewhat
like the familiar pattern of categorica perception (e.g. Fodor, Bever, and Garrett 1974), but in amore
sophigticated, gradientized form.  Kuhl’s term “perceptua magnet” refers to the phonetic category
center, which acts like amagnet in causing closdy neighboring tokens to sound more like it than they
redly are.

Kuhl’sfindings were later submitted to theoretica modeling in the work of Guenther and Gjga
(1996). Guenther and Gjgja deployed aneurd net modd that directly “learned” the set of perceptua
magnets found in the input data, reying solely on facts about token distributions. That is, if the input
st of formant frequencies has a cluster that centersloosely on the phonemic target for (say) [i], the
Guenther/Gjga modd would learn a perceptua magnet in thislocation. The mode mimics the behavior
of humans with respect to perceptua magnets in various ways, as the authors showed.

AsKuhl (1995) has pointed out, a very appedling aspect of the “perceptua magnet” concept is
that it represents aform of information that can be learned before any words are known. In any
phonemic system, the phonetic tokens of actua speech are distributed unevenly, being clustered around
the phonemic centers. By paying attention to these asymmetries, and by processing them (perhapsin
the way Guenther and Gjga suggest), the child can acquire what | will here cdl distributional
protocategories. These protocategories are not themsalves phonemes, but as Kuhl points out, they
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could in principle serve as discrete building blocks for the later congtruction of a true phonologica
system.*

3.3 The Revolution at 8-10 Months

By about eight months, research suggests, babies start to understand words. This coincides,
probably not accidentdly, with an extraordinary growth of phonologica ability, documented in two
research traditions.

(1) Werker and Tees (1984) have shown that at this age, babies start to resemble adult speskersin
having difficulty in discriminating phoneticaly smilar pairs that do not form a phonemic oppostion in
ther language. What isalossin phonetic ability is, of course, again in phonologicd ability: theinfantis
learning to focus her atention on precisdy those digtinctions which are useful, in the sense that they
digtinguish wordsin the target language. This effect has been demondirated by Werker and Tees for
retroflex/dveolar contrasts in Hindi and for uvular/velar contrasts in Nthlakampx. °

(2) At more or less the same time, infants start to acquire knowledge of the legd segments and
sequences of their language, as Jusczyk et a. (1993, 1994) and Friederici and Wessels (1993) have
shown: in carefully monitored experimental Situations, babies of this age come to react differently to
legal phoneme sequences in their native languages then to illegal or near-illegal ones®

All of the scholars judt cited are commendably cautious in making any clams about whether their
experiments show that 10-month-old babies can be said to possess a “phonology,” though it is quite
clear that what they are acquiring is language-specific. 1n a gpeculative vein, however, let us suppose
that infantsredlly are acquiring phonology, and ponder what might be done to characterize in aforma
theory what a 10-month-old has already learned.

4. Phonological Knowledge

To darnify thistask, it will help to review received wisdom about what kinds of phonologica
knowledge are possessed by adult speakers. Note that we are speaking here only of unconscious
knowledge, deduced by the andyst from linguistic behavior and from experimental evidence. Overt,
metainguistic knowledge isignored here throughout.

* Thus, for example, some distributional protocategories may turn out to be strongly differentiated allophones
of the same phoneme, which are only later united into a single categories as the child learns words and discovers that
the protocategories have a predictable distribution.

®Best et al. (1988) have shown that English-learning babies do not have difficulty in discriminating aclick
contrast of Zulu. Thisis probably unsurprising, given that adult monolinguals can also discriminate contrasts that
are not phonemic for them when the phonetic cues are extremely salient. A further relevant factor is that English has
no existing phonemes that could be confused with clicks and would distort their perception.

® Examples. Dutch *[rtum], English Z[ji:d3]. Many of the sequences used in Jusczyk et al.’s experiment violate
formalizable phonotactic restrictions that are exceptionless in English; the others are sufficiently rare that they could
in principle be describable asill formed, from the point of view of the restricted data available to the infant.
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There are basicdly three kinds of phonological knowledge. For each, 1 will review how such
knowledge is currently described formally in Optimality Theory, the approach to phonology assumed
here.’

4.1 Contrast

To gart, phonological knowledge includes knowledge of the system of contrasts.  the speaker of
French tacitly knows that [b] and [p], which differ minimaly in voicing, contrast in French; thet is, they
can distinguish words such as/bu/ ‘end’ vs. /pu/ ‘louse’. Korean aso possesses[b] and [p], but the
spesker of Korean tacitly knows that they are contextually predictable variants. Specificdly, as shown
by Jun (1996), [b] isthe dlophone of /p/ occurring between voiced sounds when non-initid in the
Accentua Phrase.

In Optimdity Theory, knowledge of the system of contrastsis reflected in the language-specific
rankings (prioritizations) of conflicting condraints. For example, in French the Faithfulness congraint of
the IDENT family that governs voicing outranks the various Markedness condraints that govern the
default digtribution of voicing. This permits representations that differ in voicing to arise in the output of
the grammar. In Korean, the opposite ranking holds; thus even if Korean had underlying forms that
differed in voicing, the grammar would dter their voicing to the phonologica defaults; thus no contrast
could ever occur in actua speech.®

It will be important to bear in mind that in mainstream Optimality Theory, congraint ranking is the
only way that knowledge of contrast is grammatically encoded: there is no such thing as a (theoretically
primitive) “phoneme inventory”, or restrictions on the nature of underlying forms. The experience of
andysts gpplying Optimality Theory to diverse languages shows that such theoreticd entities would
perform functions that are dready carried out adequately by congtraint ranking, and they are accordingly

dispensed with.
4.2 Legal Sructures

The second aspect of phonological knowledgeisthe set of legal structures: specificdly, the lega
sequencing of phonemes, aswell as the structures involved in higher-level prosodic phenomena such as
gyllables, stress, and tone. The classc example of [blik] vs. *[brik] noted above illustrates this sort of
knowledge: [blik] condtitutes alegd structure of English, and *[brik] anillega one, though neither
actudly exigs. For brevity, | will use the somewhat archaic term phonotactics to cover this sort of
knowledge: a speaker who knows the phonotactics of alanguage knowsits legal sequences and
structures.

" For reasons of space, | cannot provide a summary of Optimality Theory, now the common currency of agreat
deal of phonological research. A clear and thoughtful introduction is provided in the textbook of Kager (1999).

8 Andin fact, it is plausible to suppose that Korean learners would never uselessly internalize underlying
representations with contrastive voicing, since the distinction could never be realized.
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In Optimaity Theory, the phonotactics of alanguage is, just like the system of contrasts, defined
exclusvely by condraint ranking. In particular, the legal sequences are those for which the Faithfulness
congraints that protect them outrank the Markedness congtraints that forbid them. Aswith contrast,
theorigts have found no reason to invoke any other mechanism than congtraint ranking in defining the
phonotactics.

4.3 Alternation

The third and remaining kind of phonologica knowledge is knowledge of the patter n of
alternation: the differing redizations of the same morpheme in various phonologica contexts. To give
a commonplace example, the plurd ending of English dternates. in neutral contextsit isredized as|Z],
asin [kea]; but it isredized as [g] when it follows avoiceess consonant:  cats [kads].

The[g] redization isrelated to the phonotactics in an important way: English does not tolerate find
sequences like [tz], in which avoiced obstruent follows avoiceessone.  This relationship between
phonotactics and dternation is commonplace, and we will return to it below.

4.4 Interpreting the Acquisition Literature

Turning now to the acquisition results reviewed earlier, | suggest the following tentative
interpretations of them in Optimdity-theoretic terms.

System of contrasts: the evidence gathered by Werker and her colleaguesindicates, at least
tentatively, that by the time infants are eight to ten months old, they have gained considerable knowledge
of the correct ranking of IDENT congiraints with respect to the relevant Markedness congraints, which in
OT edtablisheswhat is phonemic.

Phonotactics: thework of Jusczyk and others has demondgtrated, tentatively, that by time babies
are eight to ten months hold, they have considerable knowledge of the congtraint rankings (often
Markedness congtraints vs. MAX and DeP) that determine the legal phonotactic patterns of their

language.

Pattern of alternation: ???. | leave question marksfor this case, because my literature search
has yielded little evidence for just when infants/young children command patterns of dternation. In fact,
| believe much interesting work could be donein thisarea. The next section outlines some findings that
seem relevarnt.

5. TheAcquistion Timetable for Morphology and Alternation

Learning dternations demands that one have first learned morphology. It makes no senseto say
that a morpheme dternates if the learner hasn't yet learned to detect that morpheme as a component
substring of the words she knows. If we have good evidence that a child does not know a morpheme,
then we can be fairly sure that she does't know its pattern of dternation.
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It is often feasible to show that a child does not command a particular morpheme. For example,
Smith (1973, 17) was able to show that his son Amahl did not command plurds by the following
observation: “[At 2;2] Amahl had no contrast anywhere between sngular and plurd, e.g. [wut] and
[wi:t] werein free variation for both foot and feet.” Given this, we can hardly suppose that Amahl had

made sense of the aternation pattern ([z]/[s]/[2Z]) of the English plurd suffix; and indeed, thereis

evidence (Smith 1973, 17) that Amahl wrongly construed the data as involving an optiona process of
phonologicd /z/ deletion.

Note that the age of two years and two months arrives a very long time (as children’ s lives go) after
ten months. It isthuslikely, I think, that Amahl went through along period in which he tacitly knew that
English words cannot end in heterovoiced obstruent sequences, but was in no position to make use of
this knowledge to hdp him with the plura dlomorphy seen in dogs [dogz] and cats [kads].

Some morphology seems to be learned consderably later than this. An extreme caseis the non-
concatenative morphology of Modern Hebrew, which is rendered particularly difficult by historical
changes that rendered the system opaque in various areas. According to Berman's (1985) study,
children learning Modern Hebrew fail to achieve productive command over some parts of the non-
concatenative morphology before they reach four to five years of age.

Berko's (1958) famous “Wug’-testing study, in which children were asked to inflect novel sems
like wug, a0 provides support for the view the morphophonemic acquisition happens relaively late.
Specifically, quite afew of Berko's subjects, particularly the four-year-olds, did rather badly on their
Wug tests. It seems clear that many of them did not possess full, active command over the patterns of
dternation in English inflectiond suffixes. Much the same holds true for the children described in a
smilar study by Baker and Derwing (1982), aswell as studies reviewed by Derwing and Baker (1986,
330-331).

The earliest evidence | have seen for command of morphology is correct usage of the Turkish
accusdtive suffix [-a] ~ [-€] at 15 months, documented by Aksu-Kog and Sobin (1985). In principle,
knowledge might come earlier, snce dl evidence | have seen in the literature involves active production
by the child rather than experimenta tests of perceptua knowledge. Children who can't talk obvioudy
cannot demonstrate active command over a morpheme.

To sum up this somewhat inconclugve picture:. we earlier asked what isthe relative timing of the
acquisition of the three genera areas of phonologica knowledge—system of contrasts, phonotactics,
and pattern of dternation. For the first two, it gppears that acquisition is precocious, with much
progress made by ten months. For the third, the data are skimpy, and there seems to be quite a bit of
variation between morphological processes. Certainly, we can say that there are at least some
morphologica processes which are acquired long after the system of contrasts and legal structuresis
firmly in place, and it seems a reasonable guess that in generd, the learning of patterns of dternation lags
the learning of the contrast and phonotactic systems.



Hayes Phonological Acquisition in OptimalityTheory: The Early Stages p.9

A moment’ s thought indicates why thisis a plausble concluson: for the childtolearn a
morphologica process, she must presumably learn an actud paradigm that manifestsit (eg., for English
plurds, aset of Sngular-plura pairs). But the learning of contrasts and phonotactics can take place’
when the child merely possesses a more-or-less random inventory of words. We thus should expect
the learning of aternations to be delayed.

6. TheAppropriatenessof Optimality Theory

I will now argue that current Optimdity theoretic approaches are particularly well adapted to
modeling the course of acquigtion asit islaid out above.

Optimdlity Theory has been widdy adopted by phonologistsin part because it solves (or certainly
gppearsto solve) the long-standing problem of conspiracies. Early theories of phonology were heavily
focused on accounting for dternation, with large banks of phonologicd rules arranged to derive the
alomorphs of the morphemes’® It was noticed by Kisseberth (1970) and subsequent work that this
dternation-driven gpproach characteristically missed crucia generdizations about phonologies,
generdizations that were characterigtically satable as condraints. These include bans on consonant
clusters, adjacent stresses, onsetless syllables, and so on. The rules posited in the phonology of the
60’ s through 80’ s were said to “conspire” to achieve these surface generdizations, but the
generdizations themsalves never gppeared in the actud andyss. Two decades of research following
Kisseberth's article addressed, but never fully solved, the “conspiracy problem.”

In Optimaity Theory, the treetment of aternation is subordinated to the generd characterization of
phonotacticsin the language. OT deegates the problem of deriving output formsto an entirely genera
procedure, and dispenses with rules. Under this approach, the conspiracy problem disappears, snce
the rules that formerly “conspired” are absent, and the target of the conspiracy isitself the core of the
andysis

Thistheoretica architecture is strongly reminiscent, | think, of the acquisitiona sequence laid out in
sections 3 and 5 above. In OT, knowledge of contrast and phonotacticsislogicaly prior to knowledge
of dternations; and in the acquisition sequence, knowledge of contrast and phonotactics are (at least
usudly) acquired prior to knowledge of dternations.

More important, | believe that prior knowledge of phonotactics would actudly facilitate the
acquistion of dternation for the child. The reason isthat most dternation is directly driven by the need

° With an important exception, the focus of section 8.4 below.

1% |ndeed, the classical training materials for generative phonol ogists were problem sets in which the student
was (only) required to reduce a pattern of alternation to rule; contrast and phonotactics were relatively neglected.
Thisimbalanceis now being corrected under OT, which forces the student to construct a considerably more
complete answer.

! The personal phonologies created by toddlers (mapping adult surface formsto simplified child outputs) are
also conspiratorial, as has been pointed out forcefully by Menn (1983). Thisisamajor rationale for current effortsto
use Optimality Theory to model these output systems.
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for morphol ogicaly-derived sequences to conform to the phonotactics—that is, most dternation is
conspiratorial.

To follow up on an earlier example: the English plurd suffix is[Z] in neutra environments (e.g. cans
[kaanz]) but [oZ] after Shilants (judges [d3Ad3927], benches [bontfoZz]) and [ after voiceess sounds
other than shilants. cats [kads]. The dlomorphs[oz] and [s] can be traced directly to patterns of
English phonotactics, patterns that can be learned prior to any morphological knowledge. Specificdly,
English words cannot end in sibilant sequences (hence *[d3d32]), nor can they end in a sequence of
the type voiceless obstruent + voiced obstruent (hence *[kadz]). Note that these phonotactic
condraints hold truein generd, and not just of plurds, English has no words of any sort that end in
*[d3Z] or *[tz]. Itiseasy to imagine that knowledge of these phonotactic principles, acquired early on,
would ad the child in recognizing thet [oz] and [5] are dlomorphic variants of [Z]: [oz] and [s] are
minimd adterations of [Z] that conform to the phonotactic principles.

To put it dightly more generdly:  a child who has dready achieved a good notion of the
phonotactics of her language need not, in general, seek structural descriptions to cover cases of
regular phonologica dternation. These structurd descriptions are dready implicit in the child's
internalized knowledge of phonotactics. All that is necessary isto locate the crucid structurd change—
or, more precisaly, the Faithfulness congtraint that must be ranked lower in order for underlying formsto
be dtered to fit the phonotactics. By way of contrast, earlier rule-based approaches require the learner
to find both structura description and change for every dternation, with no help from phonotactic
knowledge.

The “Wug’-testing study of Berko (1958) suggests that children actualy do make practica use of
their phonotactic knowledge in learning aternations. Among the various errors Berko's young subjects
made, errors that violate English phonotactics, such as*[wags] or *[gat(s] (Berko, pp. 162-163) were
quite rare. This observation was confirmed in more detall in the later work of Baker and Derwing
(1982). Inthe view adopted here, the greater degree of rdliability young children show in thisarea
follows because they have aready learned the phonologica congtraints that ban theillega sequences.

Summing up, it would appear that the OT answer to the conspiracy problem is more than just a
gan in andyticd generdity; it isthe bads of a plaugble acquisition Srategy.

7. Learning Phonotacticsin Optimality Theory

Let us assume, then, that it is appropriate to tailor phonologica theory to match acquisition order,
letting the prior acquisition of phonotactics aid in the later acquisition of dternations. What | want to
focuson at thispoint is  how might we modd the stage occurring at ten months, where the child's
knowledge is solely or mostly phonotactic knowledge?

There is now aresearch tradition within which this question can be explicitly addressed. Itsgod is
to develop dgorithms that, given input data and congtraint inventories, can locate appropriate congraint
rankings, and thus “learn” phonologicd systems. Work in this tradition includes Tesar and Smolensky
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(1993, 1996, 1998), Pulleyblank and Turkel (to appear), Boersma (1997, 1998), and Boersmaand
Hayes (in progress).

Congraint ranking agorithms have characterigticaly atempted to learn whole grammars a atime.
But further progress might be possible by taking incremental steps, paralding those taken by redl
children. In the present case, the god isto develop what | will cdl apure phonotactic lear ner,
defined asfollows.

A pure phonotactic learner isan agorithm that, given (only) a set of words that are well-formed
in alanguage, creates agrammar that distinguishes well-formed from ill-formed phonologica
sequences.

Following a commonplace notion in learnability, | will sipulate that a pure phonotactic learner must
make no use of negative evidence. That is, while it can be given along and variegated sequence of
examples showing what is wel-formed, it can never be overtly told what isill-formed. Thisissurdy a
redligtic requirement in the present case.

The rankings that a pure phonotactic learner learns can be tested in the following way:  we feed
hypothetical underlying forms, including illega ones, to agrammar that respects the rankings that have
been learned. If the rankings are correct, the grammar will act as afilter: it will dter any illegd form to
something Smilar whichislegd, but it will dlow legd formsto persst undtered. Thisideais based on
the discussion in Prince and Smolensky (1993, 175).12

An intriguing aspect of pure phonotactic learning isthat, asfar as| can tdl, the notion of underlying
representation would play no significant role. Specificaly, if we congder the two primary purposesto
which underlying forms have been put, neither is gpplicable.

Fird, in earlier theories of phonology, underlying representations were deemed necessary in order
to depict the inventory of contrasting phonological units. As noted above (section 4), the shift to OT
renders such a function unnecessary; this was shown by Smolensky (1993) and Kirchner (1997). Both
authors show that in OT, the notion of possible contrast is fully encoded in the system of condiraint
rankings, and that reference to underlying formsis not needed to characterize contradt.

Second, underlying forms are posited as a means of establishing a unifying basis for the set of
alomorphs of amorpheme: the dlomorphs resemble one another, and diverge in systematic fashion,
because each is derived from a unique underlying representation. This second is likewise not needed in

2 The psycholinguistically inclined reader should not scoff at the idea of agrammar being required to rule out
hypothetical illegal forms. To the contrary, | think such ability is quite crucial. Thereal-life connection is speech
perception: given the characteristic unclarity and ambiguity of the acoustic input, it isvery likely that the human
speech perception apparatus considers large numbers of possibilitiesfor what it is hearing. To the extent that some
of these possibilities are phonotactically impossible, they can be ruled out even before the hard work of searching
the lexicon for agood match-up is undertaken. Thus, many “hypothetical illegal forms” are quitereal: they are
candidate analyses generated by the speech perception apparatus.
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pure phonotactic learning: our (somewhat idedlized) assumption is that we are dedling with a stage at
which words are not yet parsed into morphemes. In such asystem, there are no dternations, so there is
no need for underlying forms to account for them.*®

With both functions of underlying forms dispensed with in the present context, we can suppose that
underlying representations are the same as surface representations; ** this follows the principle of
Lexicon Optimization of Prince and Smolensky (1993). In principle, this should help: acquisition can
proceed, at least for the moment, without the need to explore the vast set of possble underlying
representations corresponding to each surface form. As aways with learning, it isagood ideato keep
the sze of the hypothes's space under control.

7.1 Constraint Ranking in Tesar and Smolensky’ s Model

In trying to design a pure phonotactic learner, | took as my starting point the Congtraint Demation
agorithm of Tesar and Smolensky (1993, 1996, 1998). When applied to conventiona problems of
andyds, Condraint Demotion arrives quite efficiently (in binomid time) at suitable condraint rankings.
Congraint Demotion serves here as the base agorithm, to be augmented to form a pure phonotactic
learner. The expository tasks a hand are firg to review Congtraint Demotion, then to show thet,
without modification, it is not suited to the task of pure phonotactic learning. The verson of Congraint
Demoation | will review here is the smplest one, namdy the “batch” verson described in Tesar and
Smolensky (1993).

Condgraint Demotion is provided with: (1) a set of paired underlying and surface representations,
(2) an appropriate set of ill-formed rival outputs for each underlying form, assumed to be provided by
the GEN function; *° (3) an appropriate set of Markedness and Faithfulness congtraints; and (4)
violation data: the number of times each winning or riva candidate violates each condraint. From this,
it finds aranking (should one exist) that generates of the correct output for each underlying form.

A term that useful in understanding Congtraint Demation iscrucially violated: acondrant is
crucidly violated if awinning candidate violates it more times than one of its competing rivals. The
leading idea of Congraint Demotion is to demote those congraints that are crucidly violated to a

B Plainly, thereisapotential debt to pay here when we consider languages that have elaborate systems of
aternation at the phrasal level; for example Kivunjo Chaga (McHugh 1986) or Toba Batak (Hayes 1986). Here, one
strategy that might work well would be for the child to focus on very short utterances, where the effects of phrasal
phonology would be at a minimum.

] am grateful to Daniel Albro for suggesting this as a basis for pure phonotactic learning. A similar claimis
often made with regard to the child’ s production system; that is, the input to the production system is the output of
the adult system.

> The GEN function is clearly the most idealized, and perhaps the most controversial, aspect of OT. For
versions of OT that arein asense “ GEN-less’, see Ellison (1994), Eisner (1997), and Albro (1997). In the present
context, what is needed is simply a set of phonetically neighboring forms, which let ussay in effect “thisword is
pronounced this way, and not these other, similar ways.”



Hayes Phonological Acquisition in OptimalityTheory: The Early Stages p.13

position just low enough in the hierarchy so that, in the candidate-winnowing process that determines
the outputs of an OT grammar, winners will never lose out to rivals.

The detailed workings of the batch verson of Congtraint Demotion can be summarized as follows:

(1) Find dl condraints that are not crucidly violated. Place them in a“sratum,” a set of condraints
assumed to occur together at the top of the ranking hierarchy.

(2) Where ariva candidate violates a congraint in a newly-established stratum more times than the
winner does, it may be consdered to be “explained’: the winnowing procedure of OT is guaranteed
at this point never to select therivd in preference to the winner. Thus, as soon asarival candidate is
explained in this sense, it must be removed from the learning data set, as nothing more can be inferred
fromit.

(3) Of the condraints that have not yet been placed in a stratum, find those which are not crucidly
violated in the remaining data. Place them in the next stratum of condraints.

(4) Cull out explained rivals again, asin (2).
(5) Repesat steps (3) and (4) ad libitum, until al the congtraints have been assigned to a stratum.

The result (when ranking is successful) is the placement of every condraint in astratum. As Tesar
and Smolensky show (in aformal proof), any ranking of the condraints that respects the stratal
hierarchy (so that any congtraint in a higher stratum is ranked above any condraint in alower stratum)
will derive only winning candidates.

Sometimes, step (3) of the dgorithm yiedds no condraintsat dl. In such cases it turns out, thereis
no ranking of the congraints that will generate the observed set of winners. Thus, Congraint Demotion
has the ability to detect failed congraint sets.

The Condraint Demotion agorithm is, in my opinion, an excellent contribution, which opens many
avenues to the study of phonologicd learning. However, it is not suited to the task of pure phonotactic
learning, which | will now demondrate with asmple example.

7.2 “Pseudo-Korean”: Basic Pattern and Constraints

Imagine alanguage in which stops contrast for aspiration; thus /ptk/ and /p"t"k"/ form separate
phonemic series and are attested in minimal pairs, such as[ta] ‘moon’ vs. [t"d] ‘mask’. Assume
further that, while /p"t"k"/ show no significant alophonic variation, /ptk/ are voiced to [bdg] when
intervocalic: thus[ke] ‘dog’ but [i ge] ‘thisdog’. Assume that the voicing pattern is alophonic; thus
[bdg] occur only as the voiced alophones of /ptk/, and never in other positions. Lastly, assumethat in
final and preconsonanta position, aspiration is neutraized, so that the only legal stops are the voiceless
unaspirated [ptk]. Thuswhile[tfip™i] ‘straw-nom.’” and [t{ibi] ‘house-nom. show the phonemic
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contrast between /p”/ and the [b]-allophone of /p/, this contrast is neutralized to plain [p] in find
position, so that unsuffixed [tfip] isin fact ambiguous between ‘straw’ and *house' .

This phonologica arrangement is essentidly what we see in Korean, which is the source of the
examples just given. Such arrangements are cross-linguigticaly quite characterigtic. A number of
languages voice their unaspirated stops intervocdicaly (Keeting, Linker and Huffman 1983), and it is
common for languages to suspend contrasts for laryngedl featuresin positions other than prevocaic
(Steriade 1997). | will cdl the hypothetica example language “ Pseudo-Korean”, since dl the
phenomena of Pseudo-Korean occur in Korean, but Pseudo-Korean has only a small subset of the
K orean phenomena.

A auitable st of congraints for analyzing the Pseudo-Korean patitern is given below.
7.2.1 Markedness Constraints
(1) *[-SON, +VOICE]

The default, norma state of obstruentsis voiceless, for aerodynamic reasons laid out in Ohala (1983)
and Westbury and Keating (1986). The constraint above encodes this phonetic tendency asa
grammatica principle.

(2) *[+VvoIcE][-vOoICE][+VOICH] (abbreviation: *[+V][-V][+V])

This congtraint bans voiceless segments surrounded by voiced ones. The teleology of the
condraint is presumably articulatory: formsthat obey this congtraint need not execute the laryngesl
gestures needed to turn off voicing in a circumvoiced environment. For evidence bearing on this point
from an aerodynamic model, see Westbury and Keating (1986).

With two congraints in hand, we may consider their ranking. All se being equd, where *[-SON,
+VOICE] dominates *[+V][-V][+V], obstruents will be voiceess everywhere; Keating et d. (1983) note
that thisis the pattern found in Hawaiian and various other languages. Under the opposite ranking,
obstruents are voiced in voiced surroundings but voiceless dsawhere. Thisranking prevailsin (Pseudo-
) Korean.

(3) *[+SPREAD GLOTTIS] (abbr. * ASPIRATION)

This condraint, too, has an articulatory teleology: aspiration involves a glottal abduction gesture of
consderable magnitude.

(4) *[+VOICE, +SPREAD GLOTTIS] (abbr. *D")

Voicing and aspiration are inherently not very compatible, and indeed most languages lack voiced
aspirates. Note that *D" bans a subset (a particularly difficult subset) of the cases banned by
* ASPIRATION.
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Let us consider ranking again. In pseudo-Korean, the pattern of intervocaic voicing reflects a
three-way ranking among the Markedness constraints. Aspirated stops cannot be voiced
intervocalically, because (as we will show more carefully below) * D" outranks * [+V][-V][+V]. Adding

this to the ranking we saw before, we may now record the three-way ranking *D" >> *[+V][-V][+V]
>> *[-SON, +VOICE]. Thisisone of the ranking sets that will have to be learned.

7.2.2 Faithfulness Constraints
(5) IDENT(ASP) /| V

This congtraint is based on the work of Steriade (1997), who shows that aspiration and other
larynged contrasts gravitate cross-linguigtically to prevocdic postion. In Steriade’ s view, thishas an
acoudtic explanation: vowels provide a clear “backdrop” against which aspiration and other laryngesl
phenomena can be percaived; and languages characterigtically limit their phonemic contrasts to locations
where perceptibility is maximized.*

(6) IDENT(ASP)

Thisisthe generd, context-free congraint for Faithfulness in aspiration.

The type of aspiration pattern alanguage will dlow depends on the ranking of *Asp in the
hierarchy: if *AsPison top, then aspiration will be missng entirdly (asin French); if * AsPis outranked
by IDENT(ASP) / ___ V, then aspiration will occur only prevocdicaly (asin Korean and Pseudo-
Korean); and if *AsPis at the bottom, then aspiration will be possblein al postions (asin Hindi).

(7) IDENT(VOICE) | V

(8) IDENT(VOICE)

These two congraints work just like the andogous congraints for aspiration, though (7) turns out
to be ranked differently in Pseudo-Korean.

7.3 Pseudo-Korean: Candidates

The challenge provided in the Pseudo-Korean ranking problem isto arrive at aranking that
generates only phonotacticaly legal forms. To provide areasonable test, | developed alarge set of
Pseudo-K orean forms, with numerous rival candidates for each. The full set may be downloaded; '’ a
representative subset is given below:

'® Thereisacurrent open research issuein OT: whether contextual information properly belongs within the
Markedness constraints or the Faithfulness constraints. For useful argumentation on this point, see Zoll (1998). The
account given here places context in the Faithfulness constraints; | have also tried aparallel simulation using the
opposite strategy, and obtained very similar results.

17 http://humnet.ucl a.edu/humnet/linguistics/peopl e/hayes/
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Input Winning Rivals

Output
lal [ta] *[t"a], *[da], *[d"d]
ladal [ada] *[ate], *[at"d], *[add]
It"al [t"&] *[te], *[da], *[d"d]
et"al [at"a] *[ata], *[add], *[ad"d]
[l [at] *[ad], *[at"], *[ad"]
ftadal [tada] *[dadal, *[t"ada], *[d"add], *[tata], *[tat"a], *[tad"a]

Itat" &l [tat" &l *[dat"e], *[d"at"a], *[t"at"a], *[tata], *[tada], *[tad"a]

tadal  [t"add] *[thata], *[t"ad"d], *[tada], *[dada], *[d"add], *[t"at"q]

thatal  [thathd] *[tathd], *[dat"a], *[d"at"d], *[t"ata], *[t"add], *[t"ad"a], *[tata], * [tadd]
Itat/ [tat] *[that], *[dat], *[dat], *[tat"], *[tad], * [tad"]

fthat/ [t"at] *[tat], *[dat], *[d"at], *[t"ad], *[t"a"], *[t"ad"]

Following the assumption made above in section 7, | conastently made the underlying form the
same asthewinning candidate. Note that dl the formsin the smulation were legal surface forms of
Pseudo-K orean, such as would be heard in redl-life data; thus, the training set provided only postive
evidence.

7.4 Application of Constraint Demotion to Pseudo-Korean

I will now show how, and why, Tesar and Smolensky’s Congraint Demotion agorithm is not
suited to pure phonotactic learning.

| submitted the following materia to a software implementation of Constraint Demotion:*® the full
st of Pseudo-Korean inputs, winners, and rivas, the Markedness and Faithfulness congraints given in
7.2.1 and 7.2.2, and a machine-generated set of violations for every congtraint and candidate
combination. Congtraint Demotion performed its work, and output the following strata:

8 The software is available at the Web address given in the preceding footnote. It has been used extensively
in teaching and appears from experience to be afully faithful rendition of Constraint Demotion.
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Stratum #1

IDENT(ASP)
IDENT(VOICE)
IDENT(ASP)/ __ V
IDENT(VOICE) /| V
* Dh

Stratum #2

*[+VI[-VI[+V]
*[- SON/+VOICE]
* ASPIRATION

Thisoutcomeis, in fact, a perfectly good grammar for the datathat fed it, in the sense that it
generates the correct outcome for every input form. But it is not agood grammar for Pseudo-K orean,
because it fails to describe Pseudo-K orean phonotactics. Indeed, under this grammar, any combination
of voicing and aspiration islegd in any postion, contrary to the facts of the language.

Toillugrate this, | added to the Pseudo-Korean “datd’ a set of underlying formsthat areillegd in
Pseudo-Korean. For each one, | provided all reasonable logica possbilities as candidates, and this
time simply checked what emerged as the winner.”® Some representative forms resulting from this
procedure were as follows:

Input Choicesfor output Output

/dal [da], [ta], [t"a], [d"d] *[da]

/d"al [d"a], [t"d], [ta], [da] *[d"a] or *[t"a] or *[da]
letal [ata], [ada], [ad"dl], [at"a]  *[ate]

lad"al [ad"d], [at"a], [ata], [ada] *[ad"a] or *[at"a] or [ada]
led/ [ad], [at], [ad"], [at"] *[ad]

" [at"], [a], [ad], [ad"] *[a"]

Jad"/ [ad"], [a], [ad], [at"] *[ad"] or [a"] or *[ad]

The crucid point is alarge number of illegal formswere generated. It also can be noted in passing that
there was also agood dedl of free variation: it matters how *D" is ranked with respect to the

Faithfulness condraints; but the origind learning data do not suffice to establish this ranking.

The basis of the bad outcomesis not hard to see since dl the Faithfulness congtraints are a the
top of the hierarchy, it is dways possible to generate an output thet isidentica (or at least, very smilar)
toanillegd input. Moreover, thisisan inevitable result, given the nature of Congtraint Demotion as

9 Method used: compute a*“constrained factorial typology”, namely the full set of outcomes under all
complete rankings that respect the stratal arrangement created by Constraint Demotion.
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applied to the learning data of the type considered here. Given that only positive data are considered,
and that underlying forms are dways identica to surface forms, the Faithfulness congraints of the
grammar are never violated in the learning data. Therefore, they are dl placed in the topmost stratum,
which istoo high.

Recal now what we wanted our grammar to do: given alegd input, it should Smply reproduce it
as an output; and given anillegd input, it should dter it to form alegd output. 1t isevident thet the
ranking learned by Constraint Demotion succeedsin the firgt task, but not the second.

7.5 Adapting Constraint Demotion to Pure-Phonotactic Learning

A fundamenta idea that has emerged from recent theoretica acquistion work in OT
(Gnanadesikan 1995, Smolensky 1996) is that Faithfulness constraints should be assigned a default
location at the bottom of the congtraint hierarchy.  Thisidea has thus far been gpplied only to the
“production grammars’ that children use for their own outputs. the gradua approximetion by the child's
own output to adult speech reflects a gradud rise of the Faithfulness congtraints upward from the
bottom of the hierarchy. When they are at the bottom, children can't say anything; when they have
reached adult level, child speech becomes the same as adult speech.

The same idea, however, can be used to andyze the child's (actudly, the infant’s) passvely
internalized conception of the adult language. Here, the need to favor rankings with low Faithfulness
arisesfor adifferent reason: the problem of learning in the absence of negative evidence. To learn that
(say) *[ad] isill-formed, Pseudo-Korean infants must use a conservative strategy, plausibly adong the
lines“if you haven't heard it, or something likeit, then it'snot possible” In the present, Optimality-
theoretic context, this has a specific formd trandation: we must locate a congtraint ranking that places
Faithfulness aslow as possible.

Note that by usng generd phonologica condraints, we can in principle solve amgor problem.
We don’'t want the finished grammar to admit only those words that it has heard before; rather, we want
the grammar to project beyond this minimum to dlow amilar forms. Thus (to take up afamiliar
example again) English speakers accept blick [blik] as well-formed because the red words they
learned in childhood (such as blink and kick) led them to adopt a congtraint ranking in which blick
emergesasalegd form. It isthe phonologicd generdity of the congtraint inventory that makesthis

possible.

Turning to the question of an actud adgorithm: what we want is an dgorithm that will produce a
ranking that (a) correctly derives dl atested forms; and (b) places the Faithfulness congraints as low as
possible, in some sense yet to be defined precisdly.

7.6 Low-Faithfulness Constraint Demotion

My proposed Low-Faithfulness Congraint Demoation agorithm isidentica to the batch version of
Tesar and Smolensky’ s dgorithm, with the following crucia exception. Whenever anew stratumisto
be created (that is, a ether tage 1 or stage 3 of Congraint Demotion, givenin 7.1 above), the criteria
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that a congraint must passto be digible to be ingaled in the new stratum are made more stringent.
There are three areas of increased stringency. As| have determined by trying out the algorithm on
variousinput files, dl three are crucid to learning success.

7.6.1 BiasAgainst Installing Faithfulness Constraintsin a New Stratum

Suppose that the set of condraintsthat are not crucidly violated in the remaining learning data
includes both Faithfulness and Markedness constraints In such cases, only the Markedness
congraints are dlowed to join the new stratum. The Faithfulness condraints must await alater
opportunity to be ranked, often the next stratum down.

Hereistherationde often ariva candidate can be ruled out ether becauseit violaes a
Markedness condtraint, or becauseit isunfaithful. In such cases, we want the Markedness constraint to
do the job, because if we let Fathfulnessdoit, it islikely to lead to overgeneration in the finished
grammar.

7.6.2 Only Specific Members of Specific/General Pairs May be Installed

Often, two Faithfulness congraints have violation patterns that are in a subset relation. Thus, for
example, theviolationsof IDENT(ASP) / _ V form asubset of the violations of IDENT(ASP). In such
cases, Where both congraints are digible to join the current stratum (because both are not crucialy
violated), only the more specific congtraint (the one with a subset of the other’ s violations) is admitted.
Thiswill push the generd condraint down to alower stratum, again often resulting in atighter grammear.

7.6.3 Only Effective Faithfulness Constraints May be Installed

Suppose now that we have cut down the list of congtraints digible for ingalation in the current
dratum to aset F, consgsting of Faithfulness condraints that are not yet ranked, not crucidly violated,
and not excluded on grounds of occurring in agenerd/specific relation. Let C be some member of F. It
issenshleto require that C actudly “do somework” in order to be ingtaled in the newly formed
gratum. We can do this by requiring that C exclude at least oneill-formed rival candidate R that is yet
unexplained. (By “excdlude’ it is meant that R violates C more times than the winning candidate.)

In Smple cases, this procedure suffices. However, in more complex stuations, multiple
Faithfulness congraints often rule out the very same rival candidates in pardld. To tease gpart such
cases, the algorithm should require that congtraint C exclude some riva without “ help” from any other
congraint. Should thisfall to locate at least one “indalable’ condraint, the criterion isloosened: C
must exclude some riva with the help of just one other condraint, or just two, and so on. Eventudly,
this procedure usudly locates a congtraint or set of congraints that can be ingtdled in the new stratum.

By only dlowing maximdly effective Faithfulness congraints to be inddled, we can limit
indalations to cases that are most likely to be truly necessary, letting the ineffective condraints Snk
further down, to a point where they will not lead to overgeneration.
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7.6.4 Termination

The three conditions above sometimes result in the ingbility to form any sratum at dl. Thiswill
occur when al remaining congraints are Faithfulness congtraints that do not exclude any rivals. Once
this has happened, the remaining condraints are Smply relegated to afind stratum, placed below all
others.

Other than what has just been said, Low-Faithfulness Congtraint Demotion works just like regular
Congtraint Demation.

7.7 Pseudo-Korean and Low-Faithful ness Constraint Demotion

To test Low-Faithfulness Congtraint Demotion, | implemented it as a computer program and fed it
the same input file, containing only well-formed examples, that | had earlier given to regular Congraint
Demotion. The new agorithm ranked the congtraints as follows:

Stratum #1
*dh
Stratum #2
IDENT(ASP) /
Stratum #3

*[+VI[-VI[+V]
* ASPIRATION

Stratum #4
*[- SON/+VOICE]
Stratum #5

IDENT(ASP)
IDENT(VOICE)
IDENT(VOICE) / ___ V

The drata can be seen to form adternating bands of Markedness and Faithfulness, just as we would
expect given the regtrictions made on when a congtraint may be ingaled in astratum. More important,
we can ingpect the ranking of the Faithfulness congtraints and see exactly what is phonemic in Pseudo-
Korean stops. aspiration in prevocdic podtion. Thisisbecause IDENT(ASP) / __ V istheonly
Faithfulness condraint that doesn't resde at the bottom of the grammar. Voicing is alophonic, and
agpiration in non-prevocalic postion is likewise predictable.

The crucid test for this grammar, however, is. doesit overgenerate? Totest this, | fed the
grammar the larger set of inputs which had earlier shown that regular Congraint Demation
overgenerates. From these inputs, the new grammar derived outputs like the following:
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Well-Formed Inputs [l-Formed Inputs
input output input output
Ital [ta] /dal [ta]
ladal  [ada] /d"a  [t"a]
thal [the] Jatal [ada]
/sl [a"d] Jad’al  [at"d]
Jat/ [at] Jadl [at]
ftadal  [tadd] [ah/ [a]
fat"al  [tat"e] Jad"/ [at]

Ithadal  [t"ada]
fthatal  [that"al
Itat/ [tat]
that/ [t"at]

Specificdly, dl wel-formed inputs were retained, and al ill-formed inputs were “fixed”; thet is,
converted by the grammar into awell-formed output.® Thus, Low-Faithfulness Constraint Demotion
succeeded in learning aranking that defines Pseudo-K orean phonotactics, based on only postive
evidence.

| have tried out Low-Faithfulness Congtraint Demation on a number of data files Smilar in scope to
Pseudo-Korean.* So far, | have found that it lways succeeds in producing “tight” grammars, which
generate only forms that match (or are less marked than)? those given to it in the inpui.

7.8 Caveats

To recgpitulate: in the gpproach taken here, infants are able to learn alot about their phonology
(specificaly, what structures are ill-formed or well-formed) in the absence of any negative evidence.
Moreover, they gpparently accomplish their learning with little or no information about morphology and

? The reader may have noted that the “fixes” imposed by the grammar conform to the behavior of alternating
formsinrea Korean. Thisoutcomeisaccidental. A larger Pseudo-Korean simulation, not reported here, included
candidates with deletion and insertion, and indeed uncovered grammarsin which illegal forms were repaired by vowel
epenthesis and consonant deletion, rather than by alternation of laryngeal feature values.

2 Specifically: afilewith thelegal vowel sequences of (the native vocabulary of) Turkish, and afamily of files
containing schematic “CV” languages of the familiar type, that is, languages banning codas, requiring onsets,
banning hiatus, and so on.

2 Thus, for instance, when given a (rather unrealistic) input set consisting solely of [CV.V], the algorithm
arrived at the view that [CV.CV] isaso well formed. Thisis because, given the constraints that were used, there was
no ranking available that would permit [CV.V] but rule out [CV.CV]. Thisfitsinwith ageneral prediction made by
Optimality Theory, not just with L ow-Faithfulness Constraint Demotion: in any language, a hypothetical form that
incurs a subset of the Markedness violations of any actual form should be regarded by speakers as well-formed.
Thisisahard claim to test, since our knowledge of what is a possible Markedness constraint remains sketchy.
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dternations, hence in the absence of knowledge of underlying forms. | have developed aranking
agorithm with the god of demondtrating the feasihility of thiskind of acquidtion: thet in principleit can
be done, given an agorithm that suitably downgrades the ranking of Faithfulness congraints whenever
possible.

Thissad, | wish to mention three limitations of Low-Faithfulness Congtraint Demotion.

Firgt, the dgorithm cannot ded with the fact that judgments of phonotactic well-formedness are
gradient (Algeo 1978); for example, aform like dwef] seems neither perfectly right nor completely ill-
formed. Thereis an dgorithm that has proven capable of treating gradient wel-formedness, namely the
Gradud Learning Algorithm of Boersma (1997, 1998), applied to gradient well-formednessin Boersma
and Hayes (in progress). | have not yet succeeded in incorporating a suitable downward bias for
Fathfulnessinto this agorithm.

Second, | find it asource of discontent that Low-Faithfulness Congraint Demoation, like regular
Congraint Demoation, relies so heavily on a priori knowledge: specificdly, a universal inventory of
congraints and a universa festure system. It would count as a considerable advance, | think, if it could
be shown that these andlytical eements are themsdveslearnable. For discusson dong these lines, see
Boersma (1998).

Ladtly, Low-Faithfulness Constraint Demotion, unlike Congtraint Demotion, is not backed by a
mathematical proof of its effectiveness. Indeed, thereis not even a criterion, other than phonologists
judgments, as to what should be considered effective.®

In the face of these cavests, | would take the main point of my study to be a demonstration of
feaghility. In particular: the information for learning phonotactics redly does seem to be there, negative
evidenceis not required, and at least in fairly smple cases the necessary ranking can be learned by an
dgorithm.

8. TheLearning of Alternations

What happens in the phonology as the child comes to parse words into their component
morphemes and starts to notice dternations? There are various possibilities here. Oneisthat the
morphemes are assigned underlying forms, which abgiract away from the variety of surface redizations
inaway that permits dl dlomorphsto be derived. More recently, various proposas within OT have
been made that cdl into question the need for positing underlying representations at dl. 1n such theories,
the task of guaranteeing that alomorphs should resemble one another is taken over by the congtraint
system. Thisis accomplished with *output-to-output” correspondence condiraints (see for example

% One possible formal effectiveness criterion might be: if for any pair of rankings R and R¢; R permitsonly a
subset of the forms permitted by R¢ then an effective algorithm will never settle for R¢in preferenceto R (though it
might opt for athird, still better ranking). Inthe end, though, | think the right criterion for any algorithm should be
empirical, namely the ability to match human intuition.
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Burzio 1996, Kager 1996, Steriade 1996, Benua 1997, Hayes 1997, Kenstowicz 1997), which
directly enforce uniformity within paradigms.

It will not be crucid here to decide whether underlying representations exist, but | will be invoking
output-to-output congraints in the discusson below. Inwhat follows, | will outline some areasin which
further learning must adjust, or perhaps retract, conclusions made by the child during the earliest stages,
and some suggestions about how this might be accomplished.

8.1 Knowing the Phonotactics First is Helpful

To dart, it isworth reemphasizing a point made above:  because phonology is conspiratorid,
knowing the phonotectics in advance of morphology is a powerful tool to usein learning aternation.
We have seen three cases above:  the accommodetion of the English plurd suffix /z/ to voicdess and
ghilant-finad stems (section 6); the gppearance of voicing in Korean plain stopsin intervocalic pogtion
(7.2); and the disappearance of aspiration on Korean stops when they occur in fina postion (7.2). We
have dso seen that experimenta work in “Wug” testing supports this view.

8.2 A Trim-Back Problem: Grammatically-Conditioned Allophones

An interesting problem for the study of post-infancy phonologica learning is posed by the existence
of “grammaticaly-conditioned dlophones’: sounds whaose digtribution is predictable, but only if one
knows the grammatica structure of the words in question.

Such alophones arise in part from what the classical generative literature called “ boundary
phenomena’:  ingtances where a stem + affix combination receives a different treetment than the same
sequence occurring within amorpheme. For ingtance, in many English idiolects bonus ['bddnog], with
nasalized [00], failsto form a perfect rhyme with slowness ['dounos], with ord [ou]. In traditional
terms, nasdization is said to be *blocked across the suffix boundary.” A similar case, worked out in
Optimdity-theoretic termsin Hayes (in press), is the non-rhyming pair holy [holi] vs. Sowly [douli]:
dowly avoids the monophthonga [o] characterigtic of pre-/I/ position in stems, and thus shows
blockage of monophthongization across the suffix boundary.® Further cases are cited by Kiparsky
(1988, 367).

Ancther case of grammatically-conditioned dlophonesis found with the didectd English forms
writer ['raira] and rider ['raira]. These arewdl known from the early rule-ordering anaysis of

Chomsky (1964): in Chomsky’s account, /rart+a2+/ becomes intermediate [rait+a] by rasing before
voiceless consonants, then [raira] by Happing of pre-atonic intervocdic /t/. The result is a surface
minima par.

# The facts just given hold for most American speech. Readers who speak adialect in which holy and slowly
form aperfect rhyme may be ableto locate asimilar effect in their own speech if they compare holy with holey ‘filled
with holes'; in non-American dial ects these often appear as['houli] vs. ['holi]. Intraditiona terms thiswould also be

aboundary effect: the relevant dialects deploy [0] only before pre-boundary /1/.
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Infants, who often lack the morphologica knowledge needed to identify grammatically-conditioned
dlophones, are liable to mistake them for cases of outright phonemic contrast.?> Assuming (correctly, |
think) that such sounds do not have phonemic status for adults, we thus have an important question:
how can the older child, who has come to know the relevant morphology, do the backtracking needed
to achieve afull underdanding of the system?

| believe there is a straightforward way to do this, based on output-to-output correspondence
condraints.

8.3 The Ranking of Output-to-Output Correspondence

Thereis evidence that output-to-output correspondence constraints are ranked a priori very high—
probably, undominated—aby the child. The evidence for thisisthat children are able to innovate
sequences that areillegd in the target language, in the interest of maintaining output-to-output
correspondence. Thiswas observed by Kazazis (1969) in the speech of Marina, afour-year-old
learning Modern Greek. Marinainnovated the sequence *[xe] (velar consonant before front vowd),
whichisquiteillegd in the target language. She did thisin the course of regularizing the verbd paradigm:
thus['exete] ‘you-pl. have' (adult ['ecete]), on the mode of ['exo] ‘| have .

The example isintereting from the viewpoint of the a priori assumptions brought by the child to
acquistion. Marina presumably had never heard an adult say [xe], and had every reason to think that
the congtraint banning it should be ranked at the top of the hierarchy. Y et she ranked an output-to-
output correspondence condraint (the one regulating the [x]/[¢] distinction) even higher, to establish a
non-alternating paradigm. A reasonable guess, then, is that output-to-output correspondence
condraints have a default ranking at the very top of the hierarchy, and that they are demoted only asthe
child processes the evidence that justifies their demotion.®

8.4 Output-to-Output Constraints Facilitate Backtracking

Let us now return to grammatically-conditioned alophones and the backtracking problem. One
important point about grammatically-conditioned alophones is that they seem quite generdly to be
amenable to anayses making use of output-to-output correspondence. For example, the ord vowel of
sdowness ['dounog| is plausibly attributed to a correspondence effect with its base form dow ['dou],

where ordity is phonologicaly expected. Likewise the diphthongal vowd quality of /ou/ of Sowly

% The reader who doubts this might further consider the effects of forms that are not entirely morphologically
transparent. For example, not every learner will realizeimmediately that anightie ['nairi] isso called becauseit is

worn at night; hence it will form anear-minimal pair with, e.g. Heidi ['hari]. A child exposed to the children’ s book
character “Lowly ['louli] Worm” will not necessarily be aware that most worms live underground (Lowly doesn’t);
and will take Lowly to form anear-minimal pair with, e.g. roly-poly ['roli 'poli].

% Note that innovation of grammatically-conditioned allophones probably arises historically from the same
effects seen synchronically in Marina. Had Marina been able to transmit her innovation to the speech community as
awhole, then Modern Greek would have come to have [x] and [¢] as grammatically-conditioned allophones.
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[douli] can be treated as a correspondence effect from the same base. The pair writer ['raica] vs.
rider ['raira], though treated very differently in traditional phonology, likewise emergesasa
correspondence effect: writer inheritsits raised diphthong from the base form write ['rait], whereisit
judtified by a phonetically-grounded Markedness congraint thet forces raising.

Output-to-output correspondence provides a plausible strategy by which the child could
backtrack, undoing earlier errors on grammetically-conditioned dlophones. The two eements of the
srategy are asfollows. Firg, asjust proposed, Output-to-Output correspondence must be ranked a
priori high. Second, the Faithfulness congtraints must be forced to continue to “justify themsdves’
throughout later childhood, by continuing to rule out ill-formed rival candidetes. Otherwise, they are
alowed to snk back down in the ranking.

Hereis how the scheme would work. As soon asthe child learnsthat (say) lowly is derived from
low ['lou], she will expect its pronunciation to be ['louli] irrespective of the ranking of the relevant

Faithfulness constraints Thisis because the output-to-output correspondence constraint governing
diphthongd [ou] qudlity isa priori undominated. At this point, lowly can no longer serve as an input
datum to justify a high ranking for the Faithfulness congtraints that support the putative [0]/[ou]
diginction. After the other rdevant forms are aso morphologicaly andyzed, then the entire burden of
accounting for the [0]/[ou] distinction is assumed by output-to-output correspondence, and the
erswhile dominant Faithfulness condraints may safely sink to the bottom of the grammar. The end
result is that [0]/[ou] ceasesto be a phonemic digtinction.

Naturaly, where thereis phonologica dternation, the learning process must demote the output-to-
output correspondence congtraints that would block it. Thus, for example, when the child comesto
know that hitting ['hircig] isderived from hit [hit], she must demote the congtraints IDENT-OO(VOICE)

and IDENT-OO(SONORANT), which preserve the distinction of [t] vs. [r], from their origindly
undominated pogition.

8.5 A Sage of Vulnerability

If the view taken hereis correct, then children often go through a stage of innocent delusion:  they
wrongly believe that certain phones which are lawfully digtributed according to a grammatica
environment are separate phonemes. The effects of this errorful stage can be seen, | think, in cases
where the erroneous belief is accidentaly cemented in place by the effects of diaect borrowing.

Consder the varieties of American English noted above in which writer ['raica] and rider
['rarra] form aminima pair. Asjust mentioned, they can be andyzed in OT with Markedness
congraints that require the gppearance of the raised diphthong [a1] before voiceless consonants
(accounting for ['ra1t]), dong with an undominated output-to-output correspondence constraint

requiring the vowel quality of basesto be carried over to their morphologica derivatives. But to the
infant who does not yet understand the morphology, ['ra1ra] vs. ['raira] looksjust like aminima pair.
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Further light on the writer/rider phenomenon was shed by Vance (1982), who made a careful
study of theidiolects of three native speakers. Vance dicited hundreds of relevant words from his
consultants, and made a striking discovery. For these speakers, [a1] and [ai] are phonemes, with afair
number of sraightforward, monomorphemic minima and near-minimd pairs. There was much variation
among the three consultants, but at least one of Vance' s speakers provided each of the following cases:

ide  ['arral] idol ['arral]
tire  ['taw] dire ['dau]
bicycle ['baisokal]  bison ['barson|
miter  ['marra] colitis [ko'lairas]

It is plausible to imagine that the newly phonemic gatus of [a1] and [ar] for these speakers had its
origin in the failure to do the crucia backtracking. For backtracking to be successtul, [a1] must be
discovered to be a grammatically-conditioned alophone. Instead, it was kept as a phoneme.

Why did this happen? A reasonable guess can be based on the extreme geographic mobility of
American English speskers. ['raira]/['raira] speskers are constantly migrating to ['raica]/['raira]
didect regions, and vice versa. The['raira/['raira] speakers of course have no [a1], and say bison
['barson], colitis [ka'lairag], and so on. If ayoung learner of the['raira]/['raira’] diaect encountered
such speskers during the crucia period of vulnerability, it might indeed prove fatd to the delicate
restructuring process described above, whereby what the child thought were phonemes are restructured
as grammaticaly conditioned alophones. Notein particular that the crucia “contaminating” words
would likely be encountered from different speskers more or less a random. Thisfitsin well with the
rather chaotic Stuation of lexical and interspeaker variation that Vance found.

It can be added that children whose primary learning source comes from the ['raica]/['rair o]
diaect are not analogoudy susceptible when they are exposed to migratory ['raica]/['raira] speakers.
For these children, [a1] and [a] are never distinct phonologica categories—indeed, they probably
never even make it to the satus of distributional protocategories (section 3.2). When such children hear
outsiders say ['ra1ra] and ['raira], they will mostly likely smply fall to regider the difference, which is
of course the norma way that listeners hear phonetically smilar sounds thet are not phonemic for them.
Indeed, my impression isthat, unlike ['ra1c2/['raira’] speskers, adult ['raica]/['raira] speakersfind
the [a1]/[ai] digtinction to be rather difficult to heer.

Summing up: the overal view taken here that the acquisition of contrast and phonotactics precedes
the acquigtion of dternations is supported by the vulnerahility of young children to didect contamination.
Since the order of acquisition forces them to assume that what ought to be grammaticaly-conditioned
alophones are smply phonemes, exposure to forms from other didects readily upsets the former
system, turning the former adlophonesinto phonemesin the restructured system.
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9. Synoptic View of Phonological Acquisition

To conclude, we can now assemble the discussion above into aview of phonologica acquisition as
awhole, which uses Optimality Theory to modd the learning process. It isworth pointing out thet this
scheme involves three types of default ranking.

1) Starting point. Phonologica learning is facilitated by good language design:  through
processes that are not well understood, languages come to place their phoneme boundaries at locations
that render distinct phonemes readily discriminable, by matching phoneme boundaries with inherent
auditory boundaries (Eimas et d. 1971 and subsequent work).

2) Distributional protocategories. By the age of ax months, infants have used knowledge of the
datistical distribution of tokens to establish language-specific digtributional protocategories, which form
the currency of computation for later phonologica acquisition (Kuhl 1995; Guenther and Gjga 1996).

3) Acquistion of “ pure phonotactics’. At eight to ten months, infants make very rapid progress
in learning the pattern of contrast and phonotacticsin their language. They do thislargely in ignorance of
morphology, and thus (following current OT assumptions) in amodd in which underlying and surface
representations are the same.

In view presented here, learning at this phase takes place through the ranking of Faithfulness
congraints against Markedness condiraints, on the basis of positive evidence only. It isassumed (given
how effectively they perform the task) that infants must be usng some very efficient agorithm, for which
Low Faithfulness Condraint Demotion (Section 7.6) isintended as afirst gpproximation. What is crucia
about this agorithm isthat it is designed to place the Faithfulness condraints aslow as possble. The
prejudice in favor of low Faithfulness implements the common-senseidea “if you haven't heard it, or
something likeit, then it’sill-formed.”

4) Learning production. Shortly thereafter, children start to try to say words. Since their
articulatory capacities at this stage are limited, they use a powerful existing cognitive capacity—
phonology—to make at least some output possible. Specificaly, they form akind of persond
phonology that maps adult surface forms onto their own, smpler, surface representations. Through the
first years of childhood, this persond phonology gradualy recedes to vacuity, as children acquire the
physica ability to render accurate surface forms.

Faithfulness also sarts out low in this production grammar. Thislow ranking corresponds to the
initid gate of an infant, namely an inability to say anything at dl.

5) Morphology and Alternation. At the sametime (roughly one to five years), the child comes
to be able to factor words into morphemes, to understand the principles of the ambient language' s
morphology, to apprehend phonological dternations, and to develop an interndized grammear to predict
them (say, in deriving novel forms). Here, the mechanisms used are not at dl clear. But there are two
plainly useful toolsthat child bringsto the task. Firg, her relaively full knowledge of phonotacticsis
surely useful, snce so much phonological dternation exists Smply to bring concatenated sequences of
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morphemes into conformity with phonotactic principles (that is. phonology is congpiratorid). Second, it
gppears that output-to-output correspondence congraints are given an apriori high ranking. This
ranking gives the child a sraightforward means of identifying grammeticaly-conditioned alophones
(section 8.4). Oncethese are identified and suitably attributed to high-ranking output-to-output
correspondence congraints, the Faithfulness congtraints that were wrongly promoted too high in infancy
are allowed to recede back downward toward their preferred low positions. Thisyieldsthe findl,
correct phonemic system.
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